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1. Study background 
 

1.1 Project scope 
 
As part of the long term conditions agenda, The King’s Fund, along with New York University and Health 
Dialog Data Service (an American company specialising in health data analysis), has been commissioned 
by Essex Strategic Health Authority on behalf of the 28 strategic health authorities, the Department of 
Health and the NHS Modernisation Agency to produce a risk prediction system for use by PCTs to identify 
patients who are at high risk of readmission to hospital. The principal output from this work will be an 
algorithm that PCTs can apply to HES and community data in order to identify high risk patients effectively. 
PCTs will then be in a better position to target interventions that aim to reduce the risk of admission for 
these patients. This literature review has informed the development of the algorithm.  
 

1.2 Policy context  
 
Whilst the focus of much recent government policy in the NHS has been on reducing waiting lists and times 
for people requiring elective surgery, the issue of how to improve care for people with long term medical 
conditions has been rapidly climbing up the policy agenda. The World Health Organisation (WHO) describes 
care for long term conditions as “the health care challenge of this century”, with such conditions currently 
responsible for 60 per cent of the global burden of disease and likely to be the leading causes of disability 
by 2020 (World Health Organisation 2002). Research has shown that a large number of people who have 
long term conditions (an estimated 17.5 million in the UK) are frequently hospitalised as an emergency(Hutt 
R 2004). Figures published by the Department of Health indicate that two-thirds of patients admitted as 
medical emergencies have an exacerbation of a long term condition or have a long term condition. It is 
estimated that around 10% of inpatients account for 55% of inpatient days and 5% of inpatients account for 
40% of inpatient days (Department of Health 2004).  
 
In financial terms, this minority of patients accounts for a disproportionately large proportion of NHS 
expenditure. Studies in the US have revealed that 10% of all Medicaid beneficiaries account for around 70% 
of all expenditure (Reuben DB 2003). Similarly, it is estimated that approximately 4% of the population 
served by managed care organisations have diabetes but that they account for around 12% of total 
expenditure (Selby JV 2001) and that per capita expenditure for people with COPD is two and a half times 
greater than for those without (Fan VS 2002). This situation may become more pronounced as people are 
living longer with increasingly complex conditions and as the actual number of people with a long term 
condition increases. Around three per cent of patients over 65 account for 35 per cent of admissions 
(National Primary Care Research and Development Centre 2005) and projections show that the population 
aged over 75 will grow substantially with the number of people over 85 in 2011 set to double what it was in 
1981 (Bowns I 1991).   
 
In response to these figures, attention has been turned to the possibility of putting in place so-called 
‘upstream’ care to prevent the deterioration of individuals’ conditions to the point where an expensive acute 
emergency admission is required. It is hoped that such preventative care will bring both financial and health 
benefits. The content and format of interventions to manage individuals with long term conditions (such as 
case management) may vary widely but are based on the underlying principles of seamless, pro-active and 
preventative care from a multi-disciplinary team in the least intensive setting appropriate (Department of 
Health 2002). The aspiration is that the individual’s health is not allowed to deteriorate to such a point that 
they need to be hospitalised and, because this admission is avoided, the cost of care may be reduced. The 
intention is that the quality of care is enhanced and the patient’s experience is improved. In order to drive 
through such changes, Public Service Agreement (PSA) targets have been introduced to reduce emergency 
bed days by 5% (from the level in 2004) by 2008 and to offer personalised care plans for vulnerable people 
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most at risk. Evidence suggests that case management can have a positive effect on health outcomes, and 
is often popular with patients, but it must also be recognised that some frequent users may not be amenable 
to intervention to reduce the risk of admission. There is an implicit assumption that runs through all of this 
current policy, and that is that upstream, community-based care will be cheaper in the long run than 
traditional, reactive episodic models of care. Evidence to date on this is weak.  
 
A key challenge now facing health and social services now is how to identify patients who are at high risk of 
emergency admission, and for whom an intervention might reduce that risk . ‘Case-finding’ is the term given 
to the practice of identifying at-risk patients. There are various approaches for case-finding, but little 
consensus as to what is most effective. Evercare, a US model of care management, was recently piloted in 
the UK. Whilst the evaluation of Evercare (National Primary Care Research and Development Centre 2005) 
reported high levels of patient satisfaction, the approach used to identify high risk cases was suboptimal. 
This evaluation report concluded that the approach to case-finding used by Evercare may not predict 
sufficiently accurately which older people are at risk of unplanned admission in the future. It also estimates 
that with the (then) current scale of Evercare, emergency admissions are unlikely to be reduced by more 
than 1% (National Primary Care Research and Development Centre 2005). Further analysis of HES data, as 
published in the British Medical Journal, highlights that the criteria used in case-finding by the Evercare 
pilots (i.e. being 65 or older and having two or more admissions in the index year) has “low sensitivity in 
detecting older patients who will have high admissions in the following year” (Roland M 2005). In order for 
case management programmes to have an impact on the health of people with long term conditions and on 
the rate of (re)admission, it is essential that an effective and accurate system of case-finding is developed.  
 
This literature review aims to summarise key points of learning about the identification of ‘high risk’ patients 
from around the world. The review highlights the different approaches taken to identify patients in order to 
inform the next stage of this project - the development of an algorithm to identify high risk patients for use by 
PCTs. The findings from this review will inform the development of the algorithm and identify any areas for 
future research. 
 
The review is organised under the following headings: 
 

1. Study background: the project scope and policy context; 
2. Conceptual framework: what is meant by risk and why it is useful to measure it; 
3. Identifying patients: a summary of the key approaches used around the world to identify high risk 

patients; 
4. Regression models: the most common approach used and the proposed approach for this project; 
5. Data availability: issues around data availability and accessibility; 
6. Our approach: the next stages of the project and the approach that is to be taken.  

 
 

2. Conceptual framework 
 

2.1 What risk are we measuring? 
 
In order to develop an effective tool for identifying ‘high risk’ patients, it is necessary to define what is meant 
by risk in this context. The literature on the subject indicates that there are a huge number of risks that could 
potentially be measured. Risk can include death, decline in health status and functioning, readmission to 
hospital, or cost of health care. The central issue is that a small number of patients could be classified as 
‘high risk’ and using/likely to use a large amount of resources. In the US, the focus is on those who are at 
high risk of requiring any expensive treatment, measured in data from insurance claims. However, the cost 
of care could be measured in anything from hospital bed days to medications to admissions and it is these 
units that are more relevant to the UK context. Since each admission is a costly event, a patient who is 
frequently admitted to hospital could be classed as a high risk patient. However, the use of readmissions as 
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a measure for high risk (or high cost) may exclude individuals who are admitted fewer times but have a 
longer length of stay each time they are admitted. It may also mask any variation in the complexity or 
severity of the condition and the fact that a range of differently priced treatments and medications may be 
available for the same condition.  
 
The majority of studies in the papers reviewed have defined risk in terms of the risk of hospitalisation. Some 
are specific and look at the risk of unplanned hospital readmission (Parker JP 2003) or early and frequent 
return to A&E (McCusker J 2000b) whilst others assess the risk of ‘utilisation’ in a much broader sense; 
some include use of primary care and outpatient visits as well as emergency care (Wahls TL 2004). On an 
individual level, other risks which are less easily quantified within the framework of cost and admission may 
be considered to be important. Such risks include death, functional decline (Dendukuri N 2004), clinical 
complications (Selby JV 2001) and ill health (Barber M 2001). Although death is not necessarily a high cost 
event in itself, analysis has shown the last year of life to be characterised by high healthcare costs and 
therefore of great significance to health providers and insurers (Petersen LA 2005). In a broader sense, 
readmission may be considered to be a symptom of other factors, such as unsuccessful discharge 
processes or inappropriate/inadequate social care (Allgar V 2002). In this case, some commentators 
consider it to include the quality of treatment or patient satisfaction when assessing risk (Liu CF 2004). 
However, such nebulous elements are not easily incorporated in a quantitative model. 
 
This project has the specific aim of identifying those at risk of future emergency admissions for whom an 
intervention may reduce the risk of admission and improve health outcomes.  
 

2.2 Why measure risk? 
 
As discussed above, there is a small number of people who account for a disproportionate amount of 
resource utilisation and who could be classified as ‘high risk’. There are two main reasons in the literature 
for trying to identify which individuals are ‘high risk’ and therefore likely to be costly. The first is to set an 
accurate insurance premium that is fair and likely to cover the real cost of future healthcare. This is known 
as ‘risk adjustment’ and used within insurance-based health systems. The second is to identify patients for 
whom an appropriate intervention would improve care and prevent future admissions. Although these 
reasons are very different, they are both underpinned by a recognition that, in any system, there are scarce 
resources that need to be allocated in the most appropriate way. The former is purely financial and seeks to 
compensate insurers for the costs of care. The second is focused more on identifying the appropriate 
people on which to direct intensive resources to bring about better health outcomes with the aim of  saving 
money in the long run. Outcomes for models used for setting premiums mostly focus on total healthcare 
cost or predicting health status whilst the most frequent outcome for models which identify individuals for 
interventions is hospitalisation. 
 
Due to the nature of the insurance-based US healthcare system, the incentive to develop accurate risk 
prediction techniques has been strong. Risk adjustment has developed out of a need for insurers to be able 
to cover their costs from premiums, despite the make-up of their membership. Sick patients incur higher 
costs so there is an incentive for insurers to avoid taking on the sickest in society. Risk adjustment seeks to 
correct or, at least, reduce this incentive, by ensuring that insurers cover their costs through a fairer system 
of payments. In a system with no risk adjustment, insurers will seek out the healthiest patients as they will 
be the cheapest to care for. As Hughes explains, in 1998 Medicare’s healthiest 76.3% of members 
consumed 14% of total expenditures whilst the sickest 15.3% accounted for 75.7% of expenditures (Hughes 
AS 2004). Similarly, it is estimated that 10% of all Medicaid beneficiaries account for around 70% of all 
expenditure (Reuben DB 2003).  
 
Although this particular application of the technique is not currently relevant to the UK, the principles of 
stratifying patients according to risk are relevant and useful. Such techniques can be used to identify 
patients for an appropriate intervention in order to improve health outcomes, efficiently allocate resources, 
reduce future costs and to facilitate better planning. Emergency admission to an acute hospital is generally 
regarded as a poor outcome both for the patient, as it indicates that their health has deteriorated to such a 



poor state that emergency admission is necessary, and for the provider, as an emergency admission to an 
acute hospital is generally costly. Thus, the logic goes, preventing this admission by early intervention is of 
benefit to all and, it is assumed, of long term economic benefit with the potential to generate long term 
economic savings provided the intervention costs are lower than the hospitalisation costs.  If the system is 
able to identify those patients at the highest risk of such an admission, more intensive resources can be 
focused on them leading to more efficient allocation of resources and facilitating better planning of services 
and workload as crises are avoided or at least minimised.  
 
The underlying assumption is that intensive medical intervention (such as hospitalisation or emergency 
department visit) could be better substituted with less expensive modes of care which result in better health 
outcomes. One gap that currently exists in the evidence is that of financial analysis and this is one area that 
the US experience cannot fully translate to the UK situation. It is possible to quantify the cost of an acute 
emergency admission and, thus, possible to cite a year on year figure of expenditure on this type of care. 
What is not yet available is a comparator which indicates the cost of providing an early intervention to 
prevent emergency admissions. Although case management programmes have been developed in the UK, 
there has been very little financial analysis of their impact. Likewise, in the US, the majority of studies have 
been focused on setting fair premiums within the context of risk adjustment and have not focused on the 
intervention aspect. Some commentators, such as Carlson 2003, have asserted that case management, 
and other interventions, are an expensive solution in the short term, but that return on investment will be 
seen over a longer time period (Carlson B 2003).  
 
The stratification of patients can be illustrated using Kaiser Permanente’s risk triangle, below. It is the 
individuals at the top of this triangle who are most at risk of emergency admission. Case management 
programmes attempt to target these individuals to prevent them being admitted. However, there is some 
debate as to whether this is the most appropriate area of the triangle on which to concentrate resources. it 
has been suggested that once an individual has reached this level of risk, an intervention is likely to be too 
late to prevent admissions. It may be of more value (both in financial and health outcomes terms) to identify 
those individuals in the lower two strata who are likely to move into the high risk/high cost level. 
 
 
                                                     
                                               Level 3 
         

          High risk 
 
    Level 2 

 5

 
                    Moderate risk 
 
 
             Level 1 

         Low risk 
         (70-80% of LTC population) 
    
 
        Health Promotion 

 
 
 Figure 1: Risk stratification triangle as developed by Kaiser Permanente 
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Another issue that has been highlighted in the literature is that of changing risk profiles. Many case 
management programmes and US health insurance companies make an implicit assumption that an 
individual’s level of risk and their health-related behaviour is sustained. This is unlikely to be the case and 
figures from the US confirm this; in one insurance company, the highest cost members represented 1% of 
members and accounted for 21% of total cost in 1998 but this same 1% of members accounted for just 7% 
of total cost in the following year without intervention (Dove HG 2003). This is because resource 
consumption of the highest cost patients generally decreases even in the absence of any intervention. This 
adds an extra layer of complexity to the process of identifying appropriate patients for an intervention. Most 
models seek to identify the highest cost patients (or the patients who are the highest utilisers) but this year’s 
low cost/use patients may be next year’s high cost/use patients. The challenge is how to pre-empt who will 
be moving up through the risk triangle and to put in preventative programmes targeted at them. Related to 
this is the need to be able to identify those patients who were high cost/use but who now no longer require a 
high intensity intervention and who could be ‘stepped down’ from a case management programme.  
 
 

3. Identifying patients – what techniques have been used? 
 
There are a number of ways to identify patients who are likely to become high risk in the future. To an 
extent, the approach used depends upon the risk that is being measured, the time scale over which it is to 
be measured and the purpose of predicting the risk. There are three principal techniques that have been 
tried and tested, within which there are numerous sub-categories: 
 

1) threshold modelling; 
2) clinical knowledge; and 
3) predictive modelling. 

 

3.1 Threshold modelling 
 
Threshold-based techniques are also known as rules-based or criterion-based modelling. This approach 
uses a set of a priori criteria which define or describe the ‘high risk’ patients. This is based on algorithms 
and no statistical modelling is used. The technique identifies any patients who meet a specified criterion or 
threshold for a parameter of interest, such as readmission (Cousins MS 2002). For example, in identifying 
those at high risk of emergency readmission, the threshold may be anyone who is over 65 who has had 5 or 
more admissions in the previous 12 months. Therefore, everyone within the defined population who meets 
these criteria would be identified as being ‘high risk’.  
 
Such models have been widely used in the UK within case-finding projects. The Castlefields project, some 
Evercare pilot sites and a number of case finding projects in London have adopted this 
approach(Castlefields Health Centre 2004). Evidence suggests that these models have not yielded a high 
degree of accuracy within a general population, although they have proven to be more accurate when used 
within a specific clinical context, such as identifying those at risk of coronary heart disease (Department of 
Health 2002). 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: An example of case-finding criteria used in Castelfields (Castlefields Health Centre 2004) 
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Identifying those at risk (of CHD:) A Nottingham practice ran a data search to identify all registered patients 
over 50 years of age with a BMI over 30. This resulted in the identification of over 300 patients (out of a 
registered population of around 9,000) who had not previously been categorised as at risk of CHD and diabetes. 
This was then used as the basis of a call and recall programme. Once identified as high risk, NSFs provide 
guidelines. 
Criteria used in the Castlefields project for finding patients: 

People over 65, who met at least three of the following criteria were targeted: 

• four or more active chronic diagnoses;  
• four or more medications, prescribed for six months or more;  
• two or more hospitalisations, not necessarily as an emergency, in the past twelve months;  
• two or more accident and emergency attendances in the past twelve months;  
• significant impairment in one or more major activity of daily living;  
• significant impairment in one or more of the instrumental activities of living, particularly where there 

are no support systems in place;  
• older people in the top 3 per cent of frequent visitors to the practice;  
• older people who have had two or more outpatient appointments;  
• older people whose total stay in hospital exceeded four weeks in a year;  
• older people whose social work contact exceeded four assessment visits in each three-month period; 

or  
• older people whose pharmacy bill exceeded £100 per month.  
igure 3: an example of thresholds being used in case-finding in a specific population (Department of Health 2002) 

 general, threshold models are predisposed to the negative effects of selection bias and regression to the 
ean. Selection bias occurs when individuals are selected because they are outliers who represent an 
xtreme. This means the model suffers from the problem of regression to the mean. ‘Regression to the 
ean’ describes a situation whereby those who are extreme one year (e.g. in terms of number of 
dmissions) are rarely extreme the next. For instance, patients who are ‘expensive’ in one 12 month period 
re likely to improve even without intervention. Therefore, there is a risk that the intervention would not 
cus on individuals who are likely to be high risk in the next 12 months which would lead to a misallocation 

f resources. In the US, where healthcare is insurance-based, using such a model for risk adjustment would 
ad to some patients being overcharged and others being undercharged. The effectiveness of a threshold 
odel may vary according to the strata of the risk triangle (figure 1) on which the intervention is focused. 
vidence is weak as to which strata an intervention is applied provides the best return on investment, 
lthough most programmes tend to target the top third. Formal evaluations of threshold models are rare, 
ousins suggests that such a model is around half as accurate as other, predictive, models (Cousins MS 
002). It is for this reason that threshold models are no longer frequently used in the US for risk adjustment 
urposes.   

7
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3.2   Clinical knowledge 
 
An alternative approach that has been used in the UK and the US is one based on clinical knowledge, 
occasionally known as ‘clinical hunch’. In this approach, the clinician uses their instinct, knowledge and 
training to identify individuals who are likely to become high risk and who would benefit from an intervention. 
This approach has not been used within the realm of risk adjustment although it appears to be widely used 
in identifying patients for specific interventions. To date, this is perhaps the most widely used approach in 
the UK. GPs, social services and other health and social care professionals have referred patients to 
schemes and interventions on a ‘hunch’ that these individuals would benefit from interventionsi.  
 
Very little formal evaluation has been carried out to assess the relative accuracy of clinical knowledge in 
predicting future risk, but that which has been undertaken points to this approach having a low level of 
predictive accuracy. Clinicians may be able to identify patients who are currently high risk, but are less able 
to identify those who are going to become high risk in the future (Dudley RA 1996). One study which 
examined the accuracy of staff predicting readmissions of schizophrenia patients indicated that just under 
20% of readmissions were predicted, but this was amongst a very small and specific population (Olfson M 
1999). The use of clinician knowledge to identify individuals currently in need of an intervention can be 
effective but is limited to those patients in contact with a service. The preventative nature of case 
management is undermined as an ‘event’ would have to occur to bring about this contact. This method has 
been widely used in a number of health economies and, although some were effective in bringing about 
better health outcomes, they have not been proven to be efficient at identifying those at future risk.  What 
the evaluation of the Evercare pilots suggested was that there is a group of high risk people who are not in 
regular contact with health and social care services(National Primary Care Research and Development 
Centre 2005). Some PCTsii have used validated postal questionnaires to screen whole populations but such 
techniques tend to have low response rates and there is little evidence to suggest the future high risk 
patients respond. Using clinicians to predict future risk in a large, general, population would be inefficient 
and likely to have low levels of accuracy.  
 
 

3.3   Predictive modelling 
 
The third possible way of identifying patients is through using predictive modelling. Predictive modelling 
seeks to establish relationships between sets of variables in order to predict future outcomes. It usually 
incorporates formulae to allow users to interpret historical data and make predictions about the future, map 
associations and statistical relationships to a specific target. It then forecasts future events based on the 
identified relationships (Cousins MS 2002). Evidence points to predictive models being superior to both 
threshold models and clinician knowledge in identifying patients at risk of future admission. However, within 
the category of predictive modelling is a large variety of techniques, some of which are more developed than 
others. Literature on the subject is extensive, yet it is clear that there is no single consensus as to which 
technique is best. Most predictive models have focused on regression techniques, although there is 
emerging interest in artificial intelligence (discussed below).  
 
The next section focuses on the use of regression models. 
 

4. Regression models 
 
The literature reveals that there are numerous predictive regression models that have varying degrees of 
accuracy. Models can vary in four ways: they vary in what risk they are predicting, in the type of data that 
they use, in the time over which they predict this risk and in the type of regression they use. The type of risk 
that is being predicted depends upon the purpose of risk prediction – as discussed above, it can be for the 
purposes of risk adjustment or for identifying high risk individuals. The majority of examples in the literature 
are concerned with predicting risk of high cost for the purposes of premium setting, although proxy 



measures such as hospitalisation and medications have been used for cost (Bierman AS 1999;Dove HG 
2003;e.g.Reuben DB 2003). In order to evaluate the relative effectiveness and usefulness of a model, two 
measures can be used: one is how well it explains the data and the other is its accuracy (in that it can 
identify individuals who are high risk and individuals who are not high risk). 
 
 
 
 
 
 
 
 
 
 
 
 
 

What is regression analysis? 
 
Regression analysis is a statistical technique. Regression is a generic term for all methods 
attempting to fit a model to observed data in order to quantify the relationship between two groups of 
variables. The fitted model may then be used either to merely describe the relationship between the 
two groups of variables, or to predict new values1. In the case of this project, the regression model 
will analyse the relationship between variables (such as age, number of previous admissions and 
number of medications being taken to predict the probability of a future admission).  

 
4.1   Use of regression 
 
Regression is a technique used to assess the linear relationship between independent variables (these are 
the inputs, such as patient information) and a dependent variable (this is the outcome measure; in this case, 
emergency admission). The literature indicates that predictive models have used both linear and logistic 
regression techniques. Both aim to assess a linear relationship but differ in the type of outcome variable 
used. The main difference is that the linear regression model outcome variable is continuous, whereas the 
logistic regression outcome is binary (i.e. it has two categories that represent an event or characteristic of 
interest  for example, whether an individual is  ‘high risk’ or not). The outcome variable of a linear model is 
an actual value (such as cost) whereas a logistic model produces a predicted probability between 0 and 1 of 
an event, such as hospitalisation. Both types of models can be used to rank individuals by decreasing 
predicted value in order to target individuals with the highest risk (those that fall above a pre-determined cut-
off point). 
 
The literature indicates that a number of different regression models have been used in this field. Few 
papers in the literature directly compare the relative effectiveness of the different types of models, Zhao 
(Zhao Y 2001; 2003) and Ash ( 2000; 2001) favour multiple linear regression models, Schatz ( 2003) and 
Roblin ( 1999) favour multiple logistic regression models, while Meenan ( 1999) and Dove ( 2003) used both 
multiple linear and logistic regression models. Meenan and colleagues found that a linear regression model 
was superior to a logistic version of the same model, however, they note that both models perform similarly 
at policy-relevant thresholds.  Dove and colleagues developed several linear and logistic regression models, 
then reported results for only one model type, presumably their best model. Use of either method is 
statistically valid for identifying high risk individuals, and logistic regression can be used as long as the 
variables can be appropriately transformed in order to build such a model.  
 
 

4.2    Evaluating the model 
 
There are two main ways of judging the relative quality of a model: the first is its variance/fit (or what 
proportion of the variation in the outcome it can explain) and the second is its accuracy (the ability of the 
model to identify the correct people as high risk). Although there are these principal parameters of success, 
there are many different graphical and numerical ways used to compare different models and there does not 
appear to be consistency or a shared framework for doing so. The two sections below explain how a model 
may be evaluated.  
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4.2.1 Measuring accuracy  
 
The relative accuracy of the different models is measured in terms of ‘sensitivity’ and ‘specificity’. The 
sensitivity of a model is its ability to identify those at risk (of emergency readmission or death or functional 
decline and so on). The specificity of a model is its ability to identify those not at risk of the outcome. 
Sensitivity and specificity can be measured for either linear regression models or logistic regression models. 
 
This is an important distinction to make as a model may be able to identify a high number of people who are 
high risk by having a large sample size, but within this population it may also include a high number of 
people who are not high risk. For instance, in a population of 10,000, the model may indicate that 5,000 
people are going to be high risk next year and have a 100% sensitivity rate – this means that 100% of 
people who turn out to be high risk next year were identified by the model. However, in reality, it may be that 
this high risk population is only 10% of the total population identified (i.e. 1,000 people). Therefore, if the 
model is being used to identify people for an intervention, the PCT would have to target the intervention at 
5,000 people in order to ensure the 1,000 people at real high risk are included. This is clearly inefficient and 
costly and a poor allocation of resources. The 1,000 real high risk people are referred to as ‘true positives’ 
and the 4,000 people who were identified as high risk but are not in reality high risk are known as ‘false 
positives’. The higher the false positive rate, the less useful the model is. However, if the model is also able 
to identify individuals who are not going to be high risk, it is likely to lead to a better allocation of resources. 
In this scenario, a perfect model would accurately indicate that 1,000 individuals are going to be high risk 
next year and also be able to indicate which 9,000 remaining individuals are not going to be high risk next 
year.  
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Figure 4: calculating sensitivity and specificity 
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4.2.2 Measuring goodness of fit 
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A further way of evaluating the performance of a multiple linear regression model or an artificial intelligence 
model is by assessing how well it ‘fits’ the data. For linear regression models, the ‘goodness of fit’ is 
generally referred to as R-squared. For logistic regression models, the more commonly used measure is 
known as a receiver operating characteristic (ROC) curve. However, ROC curves have also been used for 
linear regression models.  
 
R-squared ( R2) indicates the percentage of total variation among individual observations that can be 
explained by the model, either explained as a percentage or a number between 0 and 1; 0 explains none of 
the variance, 1 explains all the variance (Hu G 2004). Thus, the closer a model’s R-squared value is to 1, 
the better the model explains the data. R2 values vary widely between models. 
 
For logistic regression models, the relationship between sensitivity and specificity is usually explored using a 
ROC curve. The ROC curve is measure of goodness of fit, or how effectively the model describes the 
outcome variable (Hosmer DW 2000). To construct the ROC curve, the x-axis is 1 minus the specificity 
(false positive) and the y-axis is the sensitivity (true positive rate) (Crichton N 2002). The area under the 
curve (AUC or c-statistic) can summarise the capacity of a model for discriminating those who experience 
the event of interest (for example, risk of admission) versus those who do not, and can therefore be used to 
compare models (Liu H 2003).  
 
However, these two measures are not used in a standard way, which makes comparing models very 
complex. R-squared values are routinely published for assessing model fit for linear regression models but 
not often for logistic regression models. Hosmer and Lemeshow ( 2000) do not recommend routinely 
publishing R-squared values for logistic models although some papers have published R-squared values for 
logistic models (e.g. Bhattacharyya, 1998). Conversely, Meenan presents a ROC curve for a linear 
regression model GRAM but does not present AUC values (Meenan RT 1999). Roblin uses logistic 
regression but does not report a ROC curve, instead reporting probabilities and observed/expected values ( 
1999). Further examples of this inconsistency include a study by Schatz ( 2003) where c-statistics are 
reported in addition to sensitivity and specificity and a study by (Bhattacharyya SK 1998) which reports just 
sensitivity and specificity.  
 
 
4.2.3 What is a ‘good’ model? 
 
Deciding what is an acceptable proportion of prediction depends upon what the model is being used for. In 
terms of R-squared, the papers report values from 0.02 (Ash AS 2000) to 0.46 (Bhattacharyya SK 1998). In 
terms of ROC curves, AUC values of 0.7 up to 0.8 indicate acceptable model discrimination; values of 0.8 to 
0.9 indicate excellent discrimination and values greater than 0.9 indicate outstanding discrimination (Hosmer 
DW 2000). Where AUC values have been reported in the literature, most tend to be around 0.6-0.7. Several 
commentators assert that only a certain proportion of healthcare needs can be predicted, the remainder 
being left to chance (Fowles JB 1996). Newhouse, for example, found only around 14.5% of total variance 
to be accounted for by differences between individuals and is therefore predictable (Newhouse JP 1989). 
Similarly, Van Vliet cited 13.9% as the upper boundary of predictability (Breyer F 2003). Mukamel reinforces 
this, stating that 15% of variance can be predicted, although other studies reckon this figure should be 
between 10% and 25% (Mukamel DB 1997).   For instance, Lamers and Hughes suggest that the maximum 
proportion of healthcare costs that can be predicted is 20-25% and that the maximum reported for Medicare 
was 9% (Hughes AS 2004;Lamers LM 1999). Thus, any model is going to be limited in its predictive ability. 
A predictive value that is acceptable will depend upon the local context and the relative cost of identifying 
patients and establishing interventions (Mukamel DB 1997).  
 
A model must be adaptable to the context. If logistic regression is used, the model may be set to identify 
anyone with a certain probability of admission. This makes the output from a logistic regression model more 
appropriate for predicting events (e.g. admissions) than for predicting a continuous range (e.g. cost). For 
instance, the model may be set to identify anyone with a 0.5 (50%) chance or above of admission. This 
‘cutpoint’ may be altered by the user. Alteration of the cutpoint has implications for the false positive rate; 
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the higher the probability of admission, the lower the false positive rate but the higher the false negative 
rate. 
 
 
4.2.4 Testing  
 
In order to test the accuracy and predictive power of a model, it is good practice to use what is known as a 
split sample. This means that the model developer should divide the dataset randomly into two parts (not 
necessarily equal halves). The model is developed using one part of the data and then the finished product 
is tested and evaluated on the other half of the dataset. This is important as outliers or extreme value may 
have influenced variable selection and weighting. Testing the model on the other part of the dataset, which 
will contain different individuals with extreme values, will reveal how well it performs on new data and 
whether it will perform as well as new individuals are added. Models that do not perform well on datasets 
other than the one they have been developed on are said to ‘overfit’ the original dataset (Cousins MS 2002).  
 

4.3    Concurrent versus prospective models 
 
The time period over which the model is predicting has been shown to have a major impact upon the 
predictive accuracy of the model. Models are designed to predict risk either concurrently or prospectively. 
Concurrent modelling is that which seeks to predict relative risk for the current year. Prospective modelling 
seeks to predict risk into the future – usually the following 12 months or longer. There is consensus in the 
literature that concurrent prediction is more accurate than prospective prediction (e.g. (Dudley RA 
1996;Hughes AS 2004). One paper illustrates how different these two can be; in predicting costs using 
diagnosis data, the prospective model produced an R2 value of 10.66 whereas the concurrent model 
produced an R2 value of 42.75 (Hughes, 2004). Although a better predictor, this technique is less useful for 
both risk adjustment and identifying patients for an intervention. In order to set premiums, insurers need to 
know the potential risk of an individual before the year begins. Likewise, it has advantages for planning if the 
patients have been identified ahead of time so that the intervention may prevent deterioration. Mukamel has 
found that predictive ability declines as predictive period increases. Thus, the predictive ability would be 
higher for next year than it would be for the subsequent year (Mukamel, 1997).  
 
One paper has explored the potential of using a hybrid model which uses prospective techniques for the 
majority of patients, but also uses concurrent data where certain high cost diagnoses were made. In effect, 
this technique updates the model as and when diagnoses are made (Dudley RA 1996). The paper 
concludes that this hybrid approach is more accurate than both concurrent and predictive models. However, 
no other papers have looked at this approach, so the evidence as to its accuracy is very limited.  
 
 

4.4   Variables used in models 
 
Evidence indicates that the accuracy of regression models depends largely upon the variables used. The 
variables used, in turn, depend upon what data are available for patients. There is an extensive list of 
potential variables but they can be grouped under the following headings: 
 

1) socio-demographic; 
2) diagnostic; 
3) prior utilisation/cost; 
4) pharmacy data; 
5) health status/functionality;  
6) clinical data. 
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Studies of models using the various categories are often specific to a context or clinical condition so it is 
difficult to draw generalised comparisons. In assessing relative accuracy, it must be remembered that the 
purpose for which the model is being employed is an important consideration; it could be for setting 
premiums or identifying individuals. Unfortunately, the latter are very much in the minority. A further 
complexity stems from the fact that the majority of models use a combination of variables from the above 
list. In addition, the measures of accuracy are not consistent between papers so detailed comparison of R-
squared/AUC values is not possible. Bearing these limitations in mind, the next section aims to summarise 
the key findings from a large number of different studies in order to inform the development of the tool for 
use in the NHS.   
 
There is no consensus amongst the papers as to which variables produce the highest predictive power. 
However, the majority agree that demographic variables alone do not yield high predictive power and that 
the addition of diagnostic and prior utilisation data to demographic variables increases power significantly. 
The relative additional power added varies hugely between studies, possibly because of different contextual 
factors. The use of pharmacy data has been shown to add power in a small number of studies as has the 
use of health status/functionality information. Very few have included clinical and procedural information and 
the relative accuracy of using these data has not been evaluated.  
 
A small number of papers reported findings from disease-specific studies. Within these, R-squared and AUC 
values vary and, due to differences in sample size and other similar factors, it is difficult to compare these 
with utilisation or cost models. For example, one study on asthma reported good sensitivity/specificity and 
AUC values of 0.781 and 0.712 which reflects good predictive value (Schatz M 2003). However, a similar 
study in 2004 reports lower AUC values of 0.615 and 0.614 (Schatz M 2004). A diabetes-focused study also 
reported sensitivity/specificity values comparable with Schatz 2003 (Bhattacharyya SK 1998). This could be 
compared with Axelrod’s AUC of 0.89 for predicting total resource utilisation but would not be a like with like 
comparison (Axelrod RC 2003).  
 
 
4.4.1 Socio-demographic data 
 
Models that are based solely on socio-demographic data have been shown repeatedly to have low 
predictive power (Hendryx MS;Petersen LA 2005;Reuben DB 2003). Medicare, pre-1998, used a 
demographic model (average adjusted per capita cost or AAPCC) based on age and sex alone which could 
only account for less than 1% of Medicare’s expenditure variance(Hendryx MS). Similar models tested on 
different populations concur, with the highest value being 4%, as predicted in a Dutch study which used age, 
sex, employment and disability as its variables (van Barneveld EM 1997). Numerous other studies that have 
compared demographic models with others have consistently found such variables, alone, to be the 
weakest predictor of high risk, whether that be rehospitalisation (Reuben DB 2003), cost (e.g. Lamers LM 
1999), death (e.g. Petersen LA 2005), outpatient visits or hospital days (e.g. Wahls TL 2004). However, 
within the category of demographic models, it is evident that certain variables add more power than others. 
For instance, Carr-Hill asserts that including indicators of poverty makes a model more predictive of 
inpatient service utilisation (Carr-Hill RA 2002) and van Barneveld found that information on employment 
and disability combined with age and sex produced an R2 value of 0.04 compared with 0.03 for a simple 
age/sex model (van Barneveld EM 1997). Breyer also found that the addition of income variables and 
marital status further increased the predictive value(Breyer F 2003).  
 
 
4.4.2 Diagnostic data 
 
Despite demographic variables being weak predictors when used alone, it is evident that most models 
include demographics in addition to other data. Evidence appears to be divided about the relative accuracy 
of diagnostic data, but it is clear from the literature that information on clinical diagnosis adds predictive 
power to a model with demographic variables. There are many different ways of incorporating diagnostic 
variables into a predictive model, each with a varying level of accuracy. Petersen concludes that although 
diagnosis is more predictive of death and hospitalisation than demographic data, the best predictive value is 



produced when diagnostic data is combined with age (Petersen LA 2005). Lamers’ study agrees; this study 
found diagnoses (DCG) to add predictive power to a demographic model when predicting expenditure 
(Lamers LM 1999). Two studies on mental health also reported that diagnostic data added power when 
predicting rehospitalisation and use of outpatient services (Cuffel BJ 2002;Hendryx MS). Fowles reported 
that, in terms of risk assessment, a diagnostic model (using ACGs) was more predictive than both 
demographic and health status models (Fowles JB 1996).  
 
 

Types of diagnostic model: 
 
There are a number of different models within the realm of diagnostic models and they have been 
shown to have varying degrees of accuracy. The most widely used are the ambulatory cost groups 
(ACGs) and the Diagnostic Cost Groups (DCGs) and latterly the hierarchical DCG/HCC. Other 
models include diagnoses, such as clinical risk groups (CRGs). A further, more recent development 
has been the global risk adjustment model (GRAM). Little information was provided in the literature 
as to how diagnoses had been grouped and coded in the various models.  
 
ACGs and DCGs are both based on age, sex and diagnoses but differ in the way they characterise 
disease burden (Hughes AS 2004) ACGs are based on the assumption that a patient’s illness 
burden better characterises the patient’s need for health services than the presence of specific 
diseases. Thus, patients are assigned to an ACG based on evidence that certain groups of medical 
conditions have similar utilisation patterns (Rosen AK 2001). These assignments are based on ICD9-
CM codes, which are then assigned to one of 32 diagnosis groups (ADGs). A person can 
theoretically be assigned to any number of ADGs. ADGs are further grouped until, finally, ACG 
weights are produced which represent the expected resource use level associated with a particular 
ACG (Meenan RT 2003).  
 
DCGs were developed to predict future costs for the Medicare population based on the ‘worst’ 
inpatient diagnosis recorded in a time period. DCGs have since been developed to include 
ambulatory and inpatient diagnoses and the cumulative effect of multiple conditions in predicting total 
medical expenditure; this is known as the DCG/HCC (hierarchical coexisting conditions) model 
(Rosen AK 2001). Instead of just assigning people to diagnosis categories, this approach assigns 
severity weights to diagnoses and takes into account combinations of diagnoses where the individual 
has more than one condition. Thus, there are two types of DCG model: the DCG/HCC and the PIP-
DCG (principle inpatient diagnosis). Like ACGs, DCGs use ICD9-CM diagnoses to classify patients 
based on clinical similarity with special attention paid to individuals with expensive chronic 
conditions. Each ICD9-CM code is mapped to one of 545 DxGroups which are then grouped into 118 
condition categories (CCs) (Meenan RT 2003).   
 
A more recent development in diagnosis-based prediction is the global risk adjustment model 
(GRAM) which includes demographic and diagnostic variables to classify patients using ICD9-CM 
costs and clinical resource intensity (CRI).Diseases within diagnosis categories are split into terminal 
classes based on their impact on next year’s overall costliness (Meenan RT 2003). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
4.4.3 Prior utilisation data 
 
When predicting the risk of hospitalisation in the subsequent 12 months, many models have used prior 
utilisation data. In many US studies, this is expressed in terms of cost, although some do use the actual 
number of different medical encounters. Although prior cost/utilisation data may be a powerful predictor, 
there is caution around using this in the US as there is a concern that this can leave insurers open to 
manipulation by care providers. However, this is not an issue in the UK currently and, in this project, the 
NHS is indifferent to the underlying cause of the high utilisation. The literature reviewed does not distinguish 
between prior costs and the composition of utilisation. For instance, in the models tested it does not appear 
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to be possible to distinguish between an individual who had four admissions evenly spaced over 12 months 
and an individual who had four admissions within a period of two months. Some papers have looked at the 
ability of models to predict readmission within a certain time frame (e.g. Marcantonio ER 1999;Meldon SW 
2003) but none have evaluated the relative predictive value of recent utilisation versus less recent utilisation.  
 
There are mixed findings over the relative predictive power of prior utilisation data with some papers 
maintaining that diagnoses are more predictive. It is clear, however, that prior utilisation/cost data 
significantly increases the predictive power of a demographic model. Examples include Barneveld’s Dutch 
model where the addition of one year’s prior utilisation data increased the R2 from 0.03 in the age/sex 
model to 0.26. The addition of two year’s prior utilisation data further increased this figures to 0.44 (van 
Barneveld EM 1997).  Similar findings are presented in a paper by Breyer; the basic age/sex model 
explained around 5% of variance but the addition of one year’s prior utilisation data meant the model then 
explained around 26% - more than was explained by the addition of diagnoses, which was 11% (Breyer F 
2003). Similarly, a Dutch study found prior utilisation data to have more predictive power than diagnosis 
data in predicting future costs (Lamers LM 2001). Several papers advocate using outpatient utilisation data 
as well as inpatient data to add to predictive value (e.g.Hughes AS 2004;Lamers LM 2001). It is possible 
that use of this data allows individuals who have not yet had an acute emergency admission to be identified 
and this may prevent a future acute emergency admission. The independent predictive value of using 
outpatient data has not been evaluated, although it is likely to assist in the early identification of individuals 
who may be in the lower two strata of the Kaiser Permanente risk triangle (figure one). Phase three of the 
predictive risk project will utilise such data, linked to HES data, in order to test its predictive power.  
 
 
 
4.4.4 Pharmacy data 
 
Data on use of pharmaceuticals have been found to be as predictive as, or only slightly less predictive than, 
data on diagnosis and have an important role to play in early identification of individuals who may not have 
had an emergency admission. However, pharmacy-based models are not commonly used. One author, 
Sales, tested the so called ‘RxRisk’ model (formerly known as the chronic disease score) and, although it 
was found to be less predictive than diagnosis, it was more predictive than demographics alone (Sales AE 
2003). Zhao compared the relative predictive power of inpatient diagnosis versus pharmacy-based 
information and found the highest R-squared value to be produced when the two are combined (0.118 in the 
combination model compared with 0.084 for the inpatient diagnosis model and 0.083 for the pharmacy-
based model) (Zhao Y 2001).The advantage of using pharmacy data is that they may identify people who 
are taking multiple medicines who may currently be in a moderate risk group with the potential to move to 
the higher risk category. If interventions are to be used as primary prevention, data on use of 
pharmaceuticals may be useful in the early identification of individuals with a high probability of an initial 
emergency admission. What is more difficult to capture in a regression model is the fact that patients may 
not comply with their medication regime. It is such behavioural aspects that are problematic to incorporate in 
a model but may have a significant impact on future risk of service utilisation (Hu G 2004). There is scope to 
include ‘did not attend’ data in a model as an indicator of behavioural risk, but this appears to have been 
used in only one instance and its independent predictive power was not assessed (Cuffel BJ 2002). It is 
possible that certain pharmaceuticals have greater predictive power than others, although this is not 
explicitly discussed in the literature. For instance, Sales states that individuals with chronic illnesses such as 
hypertension and diabetes are frequently prescribed the same medication and this allows the RxRisk model 
to identify them as potentially high risk (Sales AE 2003) but does not discuss the possibility that certain 
medications are more associated with high admission rates.  
 
 
4.4.5 Health status and clinical data 
 
The last two variables - data on health status and other clinical measures - have only been tested in a small 
number of papers. Data on health status (such as requiring help with activities of daily living) have not been 
shown to have impressive predictive power compared to data on diagnosis and prior utilisation. Data on 
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other clinical measures (such as test results like blood pressure and lipid levels) have been included in a 
number of models but their independent predictive power has not been widely evaluated. Where it has been 
evaluated, results are inconclusive with one paper finding that it did not enhance predictive power in a 
model with prior utilisation data (Rector TS 2004) and another finding that a model including clinical 
variables explained 20% more variance than a model using data on basic demography and prior use 
(Hendryx MS 2001). The findings of the latter suggest that clinical data have great potential in predicting 
rehospitalisation in the mental health field. The main reason that the predictive value of clinical data has not 
been more widely tested is that it does not appear in claims data.  
 
The use of information on health status has produced similarly mixed conclusions. This includes information 
about physical and social functioning and difficulty with activities of daily living. Information on health status 
can be collected via questionnaires and in self-report formats. The major limitation to using these data is 
that they is not routinely collected. Bierman ( 1999) found that expenditure is inversely related to health 
status, with individuals reporting poor health status accounting for three times more expenditure than those 
reporting good health status. This particular study simply asked one single question about health status. 
This relationship would break down where obstetrics is concerned and so such measures could only be 
used for certain populations. However, Meldon reported moderately predictive AUC values for a triage risk 
screening tool that was essentially health status based with values ranging from 0.65 to 0.72 for 
readmission within 120 days and 30 days respectively (Meldon SW 2003). McCusker reported slightly 
weaker predictive values (AUC: 0.63 and 0.68) when using the Identification of Seniors at Risk (ISAR) tool 
to predict early and frequent visits to the emergency department (McCusker J 2000a). Pietz found that the 
use of the Short Form 36 (SF-36)1 had a marginal effect on predictive value, having minimal impact on a 
prospective model but slightly more impact on a concurrent model. Pietz concludes that this marginal 
predictive value is outweighed by the cost and burden of the required administration and suggests that it 
could just be used for very high risk patients following initial identification (Pietz K 2004). Similar conclusions 
were drawn in a study by Mukamel which found that results from questionnaires on health status do not add 
to predictive power when prior claims are used, although a tool screening for health status alone did explain 
around 17% of variance (Mukamel DB 1997). Lamers concluded that information on health status can be of 
good predictive value but that it is often impractical to collect (Lamers LM 1999).  
 
 
4.4.6 Comparisons 
 
Different papers have explored the predictive power of various types of model but few have sought to 
compare the whole range of models. In addition, papers have sought to use models to predict different 
outcomes (e.g. hospitalisation, need for long term care and cost) which makes direct comparison difficult. 
For instance, both ACGs and DCGs were found to predict costs better than age/gender models alone, but 
age/gender models were actually better than ACGs at predicting death. This same paper, however, found 
DCGs to be superior to both ACGs and age/gender models in predicting clinical outcomes (Petersen LA 
2005). Fishman found HCCs to compare favourably with ACGs, with each model predicting 15.4% and 
10.2% respectively. This paper also found HCCs to be better at picking up the extreme groups (Fishman PA 
2003). Compared to RxRisk, HCCs and ACGs are both superior, with RxRisk predicting just 8.7% compared 
to the 15.4% and 10/2% (Fishman PA 2003). However, as discussed above, Zhao’s paper found the 
predictive value of inpatient HCCs and pharmacy data (Rx) to be similar, and that combining these two 
variables yielded the most predictive power (Zhao Y 2001).  

 
Sales ( 2003) found that the DCG/HCC model to have impressive predictive power when used concurrently 
(45%) in comparison to ADGs (31%), RxRisk (20%) and an age/sex model (1%). In a prospective model, 
the age/sex model’s predictive power remains constant, the RxRisk model’s power reduced to 12% and, 
likewise, the ADG model reduced to 12%. However, the DCG/HCC model experiences the largest reduction 
in predictive power, with only 15% of variance being explained (Sales AE 2003). Meenan has undertaken 
the most comprehensive comparison of models; GRAM, DCGs, ACGs, RxRisk and prior-expense were 
evaluated as to their ability to identify high cost individuals and enrolee groups. Predictive ability varied as to 

 
1 SF36 - a tool that measure social and physical functioning. Can be filled in by the patient.  
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the cutpoint used but the overall conclusion was that a the DCG/HCC model can predict future costs at least 
as well as, in some cases better than, a prior-expense model (Meenan RT 2003). The issue of local 
variation was raised in one UK- based paper by Allgar. This highlights that the same model can have 
different predictive power in one location to another. No R-squared values were provided but sensitivity 
varied from 96% to 99% and specificity varied from 16% to 22% across three hospital sites (Allgar V 2002). 
Although the variation may appear small here but, when applied to a national context, the variation is likely 
to increase.  
 
 

4.5   Modelling with artificial intelligence 
 
In recent years, new models for predicting risk have been developed based on artificial intelligence. These 
models can utilise neural networks, regression (linear, polynomial, or logistic), decision trees, fuzzy logic, 
principal component analysis, rule induction, genetic algorithms, nearest neighbours and Kohonen Networks 
(Axelrod RC 2003). Such models are widely used in the financial, legal and actuarial sectors and are known 
to have been used by healthcare companies in the US for disease management2. Neural networks are the 
most commonly used type of model in this area. Evidence suggests that models that use neural networks 
yield a higher predictive power than typical regression models; one study found predictive power to be 
double that of a traditional regression model (Axelrod RC 2003).  
 
Adoption of systems, such as neural networks, has been slow within the healthcare arena, despite the 
evidence of impressive accuracy. This stems partly from the fact that there is little information about them in 
the public arena due to proprietary concerns. It also stems from a concern amongst clinicians about the 
models’ usability. The user of the model is unable to know how exactly the neural networks predict risk and 
thus the relationship between inputs and outputs. Clinicians must trust that the outputs are medically sound. 
This is often referred to as the ‘black box’ phenomenon (Hartnell N 2003). In the context of this project, a 
neural network model might be able to identify accurately high risk patients but PCTs would not know why 
these patients had been singled out. It is for these reasons that regression-based predictive models are the 
most widely used and trusted prediction tools. However, it is clear that artificial intelligence has huge 
potential to transform the arena of predictive modelling in health and the NHS may benefit hugely from 
undertaking further research into this particular area.  
 
 
5. Data availability 
 
From the above summary of the literature, it appears that diagnoses and prior utilisation are the key 
predictive variables when combined with demographic data. Any model is only as good as the data it uses 
so it is important to consider what data are available and over what period of time. The majority of models 
have used one year’s prior data (this includes utilisation, diagnoses and demographics). Barneveld tested 
the use of one, two and three years’ prior cost data in three separate models which also varied by costing 
categories. In all three different models, predictive power was lowest using just one year’s worth of data. 
There was variation in the use of two and three years’ data with predictive power increasing significantly in 
one instance, marginally in another and actually dropping in the third model (van Barneveld EM 1997). The 
only other paper that discusses this issue suggests that the more years’ data that is used, the higher the 
sensitivity value, but this is at the risk of a reduced specificity value (Rector TS 2004). One of the 
advantages associated with the use of artificial intelligence models is that their predictive value is high even 
with an extended ‘look forward’ period, based on a reduced ‘look back’ period (Disease Management 2001).  
 
The type of model and number of variables used will inevitably vary with the type of data that are readily 
available. For example, it would not be efficient to interview every individual within a PCT using a health 
status questionnaire, so it is important that the tool will be able to use data that are already accessible. US 

 
2 E.g. Sentara Healthcare and Anderson Area Medical Centre, South Carolina 
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models generally use healthcare administrative claims data - these can include data on demography and 
prior cost, in addition to diagnosis (from ICD-9-CM claim codes), procedures (via Current Procedural 
Terminology (CPT) claim codes), encounters or utilisation of care (inpatient, outpatient, ER), or on use of 
pharmaceuticals (via National Drug Code (NDC) claim codes). Information on diagnosis can also be 
obtained from patient records, as may data on medications. What is not clear from the literature reviewed is 
whether diagnosis-based methodologies are more powerful when they have a broader dataset to identify 
diagnoses (e.g. outpatient and GP data). In the UK at present, prescribed medications can be included but 
there is no way of knowing whether the patient is complying with their medication regime. Information about 
health status and functionality can only be obtained from contact with the patient. If a tool is to identify 
patients prior to deterioration in health, it is unlikely that these data can be relied upon. The quality of data is 
also a vital consideration. A paper by Retchin (1998) highlighted this issue, which is also likely to be 
prominent when using NHS data. Although data on insurance claims, originally created for facilitating 
payment, have a number of drawbacks, such as lag time due to administrative reasons, integrity issues 
such as accuracy, completeness, and “gaming” (or upcoding), the data are commonly used because they 
are available, reliable, inexpensive, and scalable (Retchin SM 1998;Ridinger MH 2000;Villagra V 2004). 
Coding problems and lack of electronic data may be a major obstacle to predicting risk accurately  when 
using NHS data. It is important, also, to recognise that PCTs have made different levels of progress towards 
implementing electronic records and that some PCTs will have access to more information than others. 
Some of the predictive factors associated with high admissions are found in small area census data. This 
poses a challenge as these data are only updated every ten years so are often relatively dated.  
 

6. Our approach 
 
The findings from this literature review are informing phases two and three of the project, which are 
concerned with developing an algorithm for PCTs to use to identify individuals at risk of high admission in 
whom an intervention may yield results.  
 
Based on this evidence, the phase two algorithm is utilising logistic regression to predict the future risk of 
admission. The design of the model is empirically driven and the team has been able to utilise whatever 
information is available that helps predict future admissions. Consistent with evidence from the literature, 
variables in the algorithm include cost, utilisation, data on diagnosis and use of pharmaceuticals and 
demography. Within the utilisation category, the algorithm is able to both flag individuals with prior 
admission and take account of the number of admissions that an individual has had within a defined period. 
What is unique to this algorithm is that, in addition to the above factors, it also includes the number of 
specialists a patient had seen, area rates for supply-sensitive conditions (Wennberg JE 2002) and the 
relative rate of subsequent admissions for individual hospitals. Thus, the model takes into account the 
subsequent admission rates for the hospital to which the patient has been admitted in order to pick up 
geographical differences in physician style. Clinical data are also included in the model. There is a paucity of 
evidence as to the predictive value of using clinical data but some papers point to their potential. As health 
status has been shown to be relatively predictive, it is likely that clinical data will add to the power of the 
model. The phase two algorithm is using HES data and inpatient data from Clearnet, but is also exploring 
the added predictive power of data on use of accident and emergency and outpatients. Where records are 
complete, the algorithm is using three years’ worth of prior data.  
 
Phase three will build on the findings from phase two and the literature review. The phase three algorithm 
will link HES data from community services, such as GP records, district nursing records and social services 
data. In doing so, the work will fill in some of gaps identified in the current literature. This includes exploring 
the predictive value of outpatient data and its application for identifying individuals who are not yet in the 
‘high risk’ strata of the risk triangle and identifying additional diagnostic data that may not be present in the 
phase two data sets.  The phase three model will also have a broader set of pharmacy data that can be 
used as predictors of future admissions.  All of this data will be linked to the phase two dataset in order to 
explore whether such variables add significant predictive power in the identification of future high risk 
individuals. A principal aim of the phase three work is to enable PCTs to identify those individuals who are 
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not yet considered ‘high risk’ in order to prevent further deterioration and consequent high cost emergency 
admission.  
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